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Abstract The analysis of the full dataset collected by the 1 Contents
MEG cxpcnmqglt at the Paul Scherrer Institut in the period ;’

20092013, totalling 7.5 x 10" stopped muons on targct Aﬂ ‘% 1 Introduction .. .................. ... ...
the search for the lepton fi flavour violating ‘decay u pr et 'y- S HDPEGISG «epucnansas mmben s sas s
is presented. A new upper limit on the branching ratio of thJs i iecT“sPNCI'on """"""""""""
decay of 4.2 x 10713 (90% confidence level) is estabhshed 5 Cgfacﬁlssioﬁs: """"""""""""""

which represents the most stringent limit on the existence of ©
this decay to date.
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22
3 » ing ratios (< 1079) eveﬁvggc%unling for neutrino masses 7
fr.‘ M > 2 and mixing. Therefore such decays, whif:h are free chﬁie 7
= theoretical unct;m'“nEif;srplaguingiel:{()cesscs involving dir- 7
5> = ectly or indirectly hadronic statesy are ideal laboratories for
3 3 y dngl s Suei
7 = _ searching for new physics beyond gh._*:!SMX howill be
> Wyt ynambiguously s@nz]i;déylhé Ueleokion of su e%apj‘?s? 7
Zghb'e,y'g ]%xistence of such decays at a measurable rate not far
> w from Current limits is suggested by many SM extensions *
a1 such as supersymmetry [1] (an extensive review of the the- ¥
= oretical expectations on CLFV is provided in [2]). Hence, ®
s CLFV searches with improved sensitivity will probe new re- *
u gions of the parameter space of SM extensions. The u* —*
s ety decay is particularly sensitive to new physics. A search *
s for the CLFV decay ut — e*y by the MEG collaboration %
@ (see [3] and references therein for a detailed report of the
= _experiment motivation, design criteria and goals) has been ™
?“'“"""‘sg"““ag% at the Paul Scherrer Institut (PSI) in Switzerland in the ®
« period 2008-2013. Preliminary results [4,5,6] set a limit on *
« the branching ratio of this decay 8 < 5.7 x 107!* at 90%*
2« C.L. "
@ Figure 1 shows a schematic of the MEG apparatus, hav-
) 4 ingat the core a magnetic spectrometer with a thin target at*
« the centre, where a beam of positive muons stop and decay. *
45 The signal consists of a positron and a y-ray back to ™
« back each with energy of 52.83 MeV (half of the muon®
> mass) and with a common origin in time ani space.
4 The positron is tracked in a high intensity magnetic field
= w» by aset of low-mass drift chambers measuring its trajecto%"_
s followed by a scintillator based timing counter measuring
s its emission time. The y—ray is measured by a liquid xenon,,,
= homogeneous calorimeter located outside the magnet cov-,
s ering the angular region opposite to the spectrometer. The,,
s acceptance of the detector for the signal is ~ 11%. 10
5 The signal can be mimicked by various processes: Michel,,
s (u* — e*v¥) and radiative muon decays (RMD) (u* —
s eTyvv), Bremsstrahlung and positron annihilation-in-flight,y,
ss  (AIF) (ete™ — yv). Accidental coincidences between a po-;
s sitron and a y-ray from different processes close in energy,q,
& to their kinematic limits with direction and timing coincid-
= e ent within the detector resolutiorﬁare the dominant source of,,,
& background. - -
_ The rate of accidental coincidences is propog;iong_l 10112
& the square of the u* decay rate, while the rate Of“"é;’g#ra('igﬂ'a
s is linearly proportional, the signal to background ratio is op-
7 & timized irect-current beamy rather than pulsed beamg.i1s
s Hence the high intensity PSI continuous surface muon beamys
o (see Sect. 2.1) is the ideal facility for such a search. 117
D In the following, we ;ffé?em a detailed description of theis

-

The Standard Model (SM) allows Charged Lepton Fla- 7

21

analysis of the MEG full dataset in search for the u* —ue
e*y decay. After a brief introduction to the detector andiz
to the data acquisition system (Sect.2), the reconstructiomer

71

72

73

algorithms are presented in detail (Sect.3), followed by a

vour Violating (CLFV) processes only with minuscule§ branch- presentation of the event selection procedure and an in-depth

discussion of the analysis (Sect.4). Finally, in the conclu-
sions, some prospects for future improvements are outlined
(Sect.5).

2 The MEG detector

Editor’s comments>

Section coordinator: Paolo Walter Cattaneo
Text: 5.

Figure: 5.

In the following the MEG detfiél;or is briefly presented,
emphasising the aspects relevant for the analysis, a detailed
description is available in [7].

In this paper, we adopt a cylindrical coordinate system
(r, ¢, z) with origin in the centre of the magnet (see Fig.1).
The z-axis is parallel to the magnet axis and directed along
the incoming muon beam. The axis defining ¢ = 90 (the
y-axis of the corresponding Cartesian coordinate system) is
directed upwards and, as a consequence, the x-axis is direc-
ted opposite to the centre of the xenon calorimeter.

Positrons move along trajectories of cfééltg;‘lsing ¢ co-
ordinate. When required, the polar angle 8 with respect to
the z-axis is also used. The region with z < 0 is referred ‘as
upstream, that with z > 0 as downstream. I

2.1 Beam

The beam requirements are governed by the need for a high
intensity, small emittance, almost monochromatic source of
stopped positive muons at the centre of the detector, with
minimal background from other sources. These goals are
met by the zE5 channel at PSI, in combination with the
MEG beam line, providing one of the world's highest intens-
ity continuous muon beams, capable of delivering more than
10® p*fs. These surface muons of momentum 28 MeV/c,
close to the kinematic edge and corresponding to the peak of
the momentum distribution of stopped n*-decay at the sur-
face of the pro’gucti_on target, are selected within a momentum-
byte of 5—7%;\% nal intensity is tuned to a stopping rate
on the target of 3xﬂlt(‘)ﬂ7_ uhfs Eo__rﬂgpch _Nthclzrgg‘_tie.capabjlitics of
_the tracking system and hence 10 achieve tﬁe“o'ﬁt’ir"ﬁ%l sensit-
ivity of the experiment. The eight times higher beam related
background due to positrons in the initial beam channel is
efficiently removed by a combination of Wien filter and col-
limator system, while the muon stoppin%' distribution,at the
target is optimised by a degrader system comprising of a
300 um thick Mylar® foil and the He-Air atmosphere in-
side the spectrometer in front of the target. The final round
Gaussian beam-spot profile corresponds to oy =~ 10 mm.
Furthermore, both a negative pion beam tune of 70.5 MeV/c
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Figure 1 Schematic view of the MEG detector showing one simulated signal event emitted from the target.

Figure 2 The muon stopping target mounted in a Rohacell frame.

used to produce monochromatic y-rays via the pion charge
exchange process and a 53 MeV/c positron beam tune to'®
produce Mott scattered positrons close to the energy of the
positron in a y* — e*y decay, are used for detector calibra-'%

tion purposes (Sect. 2.7). 151
152
153
2.2 Target 154

155
Positive muons are stopped in a thin target at the centresss

of the spectrometer, where they decay at rest. The target
ool & ¥ gecay Ehter

1s-fequited to have a stopping efficiency higher than 80%;se
while multiple scattering, Bremsstrahlung and annihilation-1se
in-flight of positrons from muon decays inside the targetio
should be minimised. These opposing requirements are sat-is:
isfied by using a 205 um thick layer of polyethylene andi
polyester (density 0.895 g/cm®) with an elliptical shape withiss
semi-major and semi-minor axes of 10 cm and 4 cm, re-e
spectively. The target foil is eutfitted with sevenb%rgsis marksies
and eight holes of radius 0.5 /:m to allow fm;koptlcal SUT-is

efeigped

puv peles
vey and software alignment. The foil is mounted in a Roha-
cell frame, which is attached to the tracking system support
frame, and positioned such that the # angle of the direction
perpendicular to the target is ~ 70°. A picture of the target
before installation in the detector is shown in Fig. 2.

2.3 The COBRA magnet

The COBRA (COnstant Bending RAdius) magnet [8] is a
thin-wall superconducting magnet generating a gradient mag-

netic field, ranging from 1.27 T at the centre to 0.49 T at ;.
ging ‘”/F"""S' B

either end of the magnet cryostat. This is-at-variance-with-
a uniform, solenoidal field where positrons emitted trans-
versely ai”tﬁ:no;}ﬁflgaa(llﬁrth’gg%étromctc Il—%i-lg%ésngtab]e op-
eration of the positron spectrometer in"a high-rate environ-
ment. The gradient magnetic field is specially designed so
that the positrons emitted from the target follow a trajectory
with an almost constant projected bending radius weakly de-
pendent on the emission polar angle & (Fig. 3(a)). Only high-
momentum positrons can therefore reach the tracking sys-
tem placed at the outer radius of the inner bore of COBRA.
Another important feature of this configuration is that the
positrons emitted at cos & ~ 0 are rapidly removed (Fig. 3(b)).

The central part of the superconducting magnet is as thin
as 0.197 Xy so that only a small fraction of the y-rays from
the muon decays on the target interact before reaching the
LXe detector placed outside COBRA. The COBRA magnet
is equipped with a pair of compensation coils to reduce the

stray field around the LXe detector ﬂ)‘rb[ﬁé ?J‘i)%ﬁ?t"i’on ofthe <

photomultiplier tubes (PMTs).

<‘.
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The magnetic field of COBRA was measured with a com-
mercial three-axis Hall probe mounted on a wagon moving
along z, r and ¢ in the ranges |z] < 110cm with 111 steps,
0° < ¢ < 360° with 12 steps and 0 < r < 29cm with 17
steps, covering most of the positron tracking volume. The
probe contains three Hall sensors orthogonally aligned such
that they can measure B,, B, and B, individually. Due to the
main component B, being much larger than the others, even
small misalignments could cause large errors on B, and By,
Therefore, only the measured B, is used in the analysis and
B, and B, are computed from the measured B, using the
Maxwell equations as

B¢(Z! r ¢) = B¢(ZD, I ¢) + % L %&:r’_‘,»dzf

"z '
Bi@.r.9) = B@.r.9) + f BT gy
L3 ar
The computations require the measured values for B,
and B, only at the plane defined by z = zp. This plane
is chosen at zp = lmm near the symmetry plane at the
magnet centre where B, is measured to be small (|B,| <
2 x 1073 T) as expected. The effect of the misalignment of
the By- qal_s.udng sensor on By(zp, 1, ¢) is estimated by re-
quiring tbl'i‘é reconstructed B, and By be consistent with the
other Maxwell equations.
The continuous magnetic field map used in the analysis
is obtained by interpolating the measurements of the mag-
netic field at the grid points by a B-spline fit [9].

2.4 The Drift Chamber system

The Drift CHamber (DCH) system [7, 10] is designed to en-
sure precision measurement of the trajectory and momentum
of the positrons from y* — e*y decays. It must fulfil sev-
eral stringent requirements: cope with a huge number of
positrons from Michel decays from p* in the ta.rié' be a
low-mass tracker, as the momentum resolution is limited by
multiple Coulomb scattering and in order to minimise the
accidental vy-ray background by positron A[F}' qﬁfi finally
provide excellent resolution in the measurem%nt of the ra-
dial as well as of the longitudinal coordinate.

The DCH system consists of 16 identical independent
modules, placed inside COBRA and aligned in a half circle
with 10.5° intervals covering the azimuthal region between

191.25° and 348.75° and the radial region between 19.3 cne .

and 27.9 cm (see Fig. 4)

Each module has a trapezoidal shape with base lengths:s
of 40 cm and 104 cm, without any supporting structure one.
the long side to reduce the amount of material. The mod-e:s
ules are mounted with the long side in the inner part of thexs
spectrometer (small radius) and the short one positioned oneiz

212

+
H +

(b)

Figure 3 Concept of the gradient magnetic field of COBRA. The po-
sitrons follow trajectories at constant bending radius weakly dependent
on the emission angle & (a) and those transversely emitted from the tar-
get (cos @ ~ 0) are quickly swept away from the central region (b).

: = (- MaT
Figure 4 View of the DCH system from the downstream side of the

MEG detector. The muon stopping target is placed in the centre, the 16
DCH chamber modules are mounted in a half circle.

the central coil of the magnet (large radius) (for a sketch see
Fig. 1).
Each module consists of two detector planes operated in-

dependently. Each plane consists of two cathode foils (12.5 um-

thick aluminised polyamide) with a 7 mm wide gap filled
with a gas mixture He:C,Hg = 50:50. hﬁtween the foils
there is a wire array containing alternating anode and po-



-
4

> ":Jffr n

[particle trajectory

Induced posiiive charge

Figure 6 Schematic view of the Vernier pad method.

s tential wires, stretched in the axial direction and mounted™
2w with a pitch of 4.5 mm with an anode-cathode distance of™
20 3.5 mm. The two planes are separated by a gap of 3 mm™
21, The two wire arrays in the same module are staggered iness
mﬁefadial direction by half a drift cell to resolve left-right am—s.
2 biguities (see Fig. 5). On the cathode foils, both inner andess
224 _outer, a double wedge pad structure is etched w1th Vemlerzsa
225 ' cycle A = 5 cm as depicted in Fig. 6. The signals mdﬁced Olles7
226 the upper and lower pads depend on the hit position insidess
27 the Vernier cycle and allow the precise determination of thesss

2s longitudinal coordinate. 260

Figure 7 Schematic picture of a TC sector. Scintillator bars are read

out by PMTs.

Liv }'f .
— cover the full acceptance region for signal while match- <~
ing the tight mechanical constraints d.ictateﬁ by the DCH

- system and COBRA;

these goals were achieved through extensive laboratory and
beam tests [11,12,13].

As apparent from Fig. 1, the TC matches the signal kin-
ematics and is compatible with the mechanical constraints
by the placement of one module (sector) upstream and the
other downstream. )

Each sector (see Fig. ’Iﬁefﬁkctcw is barrel shaped with <
full angula: cove a%e for BOSI ons from u* — _e* decays

<
Cohsists of

having the yor y-ray gmn’cS'to the LX& detecto
an array of 15 scintillating bars with | Jo. 5°% between ad- £ N
jacent bars. Each bar has an approx1mate square Section.ard <
size 4.0 x 4.0 x 79.6 cm® and is read out by a coup]c of fine-

e ends <

22 Thanks to such a low-mass construction and the use of as:
20 helium-based gas mixture, the average amount of material ires
> w  a DCH module $éeup to only 2.6 x 10~ Xo, which totalse:
ae 2.0 x 1073 Xg, in average, along the positron track. 264
25  mesh 2" PMTs for high magnetic fields coupled
=6 with optical grease.
287 The inner radius of a sector is 29.5 cm, such that only
23 2.5 The Timing Counter xe  positrons with momentum close to the kinematic limit hit <
designed Y the TC.
7~ =« The Timing Counter (TC) is de{hcatéd to, measureLsely.
7 =5 the impact time of positrons to infer théir emission time at
=6 the decay vertex in the target by correcting for the tracken
27 length obtained from the DCH information.
i The main requirements of the TC are: znn The MEG y-ray detector [14] requires excellent position,
22 time and energy resolutions to minimise the number of ac-
'() 239
240

+gap
beohusé,,
hul

es” |
-,-’3.&1« ;

—— 260

2.6 LXe detector

— fast response@e-baused in the online trigger algorithms cidental coincidences between background y-rays and po-

and to avoid rate effects; 274 sitrons, which are the dominant background process (see
21— fast and approximate (~ 5 cm) positron impact point po-s  Sect.4.3.2).
262 /‘: sition resolution fo i(jiﬁlme trigger; 276 It consists of a homogeneous calorimeter able to L}ly :
23— excellent (~ 50 ps) positron impact point time resolu-» contain the shower induced by a 52.83 MeV y-ray with cap- <
244 tion; 2w ability of measuring the first interaction point, the interac-
2s = good (~ 1 cm) positron impact point position resolutiones  tion time and the energy deposit. Tiléf allows a y—r@g\: <
245 in the offline event analysis; 20 detection efficiency with the drawback of not measurifig dir . <
a7 — reliable operation in a harsh environment: high and non-s  ectly the y-ray direction, ¢ {irecH e~ i | “"'*— (5 <
28 uniform magnetic field, possibility of ageing effects, highs. Liquid Xenon (LXe), with its hlgh density (and short ra-
249 rate; 20 diation length) is an efficient detector medium for y-rays,

C(C"IC"}M
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Figure 8 Schematic view of the LXe detector: from the side (lel“t),331
from the top (right).

332

333

which can rely both on ionisation charges and on scintil-ss
lation photons. In MEG, only the scintillation photons aresss
used to guarantee mpt response of the detector. 336

A schematic view of the LXe detector is shown in Fig. 8§
with its C-shaped structure fitting the outer radius of CO-2
BRA. The fiducial volume is ~ 800 £, covering 11% of the®
solid angle viewed from the centre of the stopping target; e+
is read out by 846 PMTs submerged directly in LXe to de=+
tect the scintillation photons. They are placed on all six faces+2
of the detector (inner, outer, upstream, downstream, top and
bottom), with different PMT densities. The detector’s depths
is 38.5 cm, corresponding to ~ 14 X and fully containingss
showers induced by 52.83 MeV y-rays. u8

347
348

349

2.7 Calibration

Wil Hi‘»’[ £
Redundant calibration and monitoring tools were devised™
and integrated in'the experiment in order to constantly check™
the operation of single sub-detectors (e.g. photodetector equal-
isation, inter-bar timing, energy scale, etc.) and multiple de-,,
tectors simultaneously (relative timing etc.).

Some of the monitoring and calibrations could be per-ss
formed during normal data taking, making use of particlessss
coming from muon decays: the end points of both positronss
and y-ray spectra to check the energy scale or the radiativess
muon decays to check the LXe-TC relative timing. Addi-ss
tional calibrations required the installation and usage of newsss
tools, devices and detectors [7]. A list of some of these meth-e
ods is presented in Table 1 and are briefly discussed below. se

It is important to calibrate and monitor the PMT gainsse:
of the LXe detector in a reliable and stable way. PMT gainses
are estimated by using 44 blue LEDs immersed in the LXese
at different positions. Dedicated runs for gain measurementsss
in which LEDs are flashed at different intensities are takenses
every two days. In order to monitor the PMT long-term in-er
stabilities, constantly flashing LED data have been takerses
during physics runs. 369

350

For the inter-calibration of the LXe detector PMTs, thin
tungsten wires with point-like 2*! Am a-sources were installed
inside the detector fiducial volume. Due to their well known

positioxﬁhey could be used for monitoring the xenon purity <

as well as measuring the PMT quantum efficiencies [15].

A dedicated Cockcroft—Walton accelerator [16] placed J<

downstream the muon beam line was installed to produce
y-rays of known energy by shooting MeV pio;g_i}s%

ium tethraborate target. The accelerator was activated twice
per week to generate single y-rays of relatively high energy
(17.6 MeV from Lithium) to monitor the LXe detector en-
ergy scale as well as coincident y-rays (4.4 MeV and 11.6 MeV
from Boron) to monitor the timing between the TC scintil-
lator bars as well as the TC—LXe detector timing (see Table 1
for the relevant reactions).

Qy}gg jper year a dedicated calibration run was performed
by sh%e‘iﬁﬁgmdega[ive pions orT a liquid hydrogen target placed
at the centre of COBRA. Coincident y-rays from z° de-
cays produced in the charge exchange reaction 7~ p — 2%
(CEX) and detected simultaneously by the LXe detector and
a dedicated BGO crystal detector are used to measure the re-
sponse of the LXe detector at 55 MeV (and 83 MeV), which
is close to the u* — ety signal region.

A low-energy calibration point is provided by 4.4 MeV

<

y-rays from an 2*! Am/Be sourcejthat is moved periodically <__

in front of the LXe detector during beam-off periods.
A neutron generator exploiting the reaction in Table 1

alith-  Siib - MeV

Spe eV |

g
o 4 Ll &
GoJieN

is the only method combining data acquired under different (4 rious &

beam conditions, in particular those acquired during the nor-
mal MEG condition and the CEX conditjon. .

; =
Mott scattered posagons are also yeaﬁy acquired to mon-  <_
itor and calibrate theégectrometer with all the benefits asso- <

ciated with the usage of a quasi monochromatic energy line
at 53 MeV [17].

2.8 Front-end electronics

One of the most innovative appro:)achf(%;C MEG is the use of a
high frequency digiti?éﬂ(, based on the Switched Capacitor
Array technique, called Domino Ring Sampler 4 (DRS4)
[18], for all ~ 3000 readout channelsy It was custom de-
signed for MEG with the goal of storing a waveform of 1024
samples for each channel having a signal above threshold.
The sampling rate is 1.6 GHz for TC and LXe, which per-
form high resolution timing measurements, and 0.8 GHz for
DCH, which has less stringent timing requirements.

Each waveform is processed offline applying e.g. baseline
subtraction, spectral analysis, noise filtering, digital constant
fraction discrimination etc. sueh as to optimise the extrac-
tion of the variables relevant for the measurement. This ap-
proach ﬁéﬁ the gppoﬂunity ,of!i%ﬁ;ocessing the full wave-
form information offline with improved algorithms to optim-
ise the performancef of the detector.

£

<

&



Table 1 The calibration tools of the MEG experiment.

N

Process Energy Main Purpose Frequency
Cosmic rays p* from atmospheric showers Wide spectrum O(GeV) LXe-DCH relative position daily
DCH alignment
TC energy and time offset calibration
Charge exchange np— n'n 55, 83,129 MeV y-rays LXe energy scale/resolution yearly / monthly
70— yy
Radiative u—decay ut = ety 52.83 MeV endpoint y-rays LXe energy scale weekly
LXe-TC relative timing
Normal p—decay ut - ety 52.83 MeV endpoint positrons DCH energy daily
Mott positrons e*target — e*target ~ 50 MeV positrons DCH energy yearly / monthly
Proton accelerator "Li(p, y176)°Be 14.8, 17.6 MeV vy-rays LXe energy scale/purity weekly
YB(p, y161)1*C 4.4,11.6,16.1 MeV TC interbar/ LXe-TC timing weekly
Neutron generator 3BNi(n, yo)Ni 9 MeV y-rays LXe energy scale daily
Radioactive source #lAm 5.5 MeV LXe energy scale daily
Radioactive source IBe(ari g, 1) 2Cy 4.4 MeV y-rays LXe PMT intercalibration daily
2C, -2 Cya
s 2.9 Trigger 402 The amplitudes of the inner-face PMT pulses are also
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An experiment to search for ultra-rare events.irf a huge back-,,
ground due to high decay rate needs a quick and efficient,ss
event selection, which demands the combined use of high-
resolution detection techniques with fast front-end, digit-;
ising electronics and trigger. The trigger syst?::n.(plgyg alg,
essential role in processing the detector signals to find they,
signature of u* — ety eventsina high-backgmlfl‘id environ-,
ment [19,20]. The trigger muE Si]ilé(;& Sam]:ggmjg between,
ive'time and very high back-,,

ground rejection rate. The trigger rate shou d be kept below,,,
10 Hz so as not to overload the data acquisition (DAQ) syS—.,
tem. 415
The set of observables to be reconstructed at trigger level, s
includes:

403

417

418

— the y-ray energy;
— the relative e*—y direction;
- the relative e*—y timing.

419

420

The stringe’%t limit due t6+f;t?:ncy of the readout electronics™
prevents, using 4ny information from the DCH: the electron::
drift time toward the anode wires being too long. Therefore

a reconstruction of the positron momentum cannot be ob-""
tained at the trigger level even if the requirement of a i |
hit is equivalent to the requirement of positron momentum'
= 45 MeV. The y-ray energy is the most important ol;,)sel'\f—ﬂ7
able to be reconstructed, due to the steep decrease Kf" the™
spectrum at the end-point. For this reason the calibration
factors for the PMT signals of the LXe detector (such as

PMT gains and quantum efficiencies) are continuously mon-;,
itored and periodically updated. The energy deposited in the

LXe detector is estimated by the linear sum of the PMTua
pulse amplitudes.

432

sent to comparator stages to extract the index of the PMT
collecting the highest charge, which provides a robust es-
timator of the interaction vertex of the y-ray in the LXe de-
tector. This vertex and the target centre provid_e&‘_fm estimate
of the y-ray direction.

On the positron side, the coordinates of the TC inter-
action point are the only information available online. The
radial coordinate( is given simply by the radial location of
the TC, while, thanks to its segmentation along ¢, this co-
ordinate is identified with the bar index of the first hit (first
bar encountered moving along the positron trajectory). The
local z coordinate on the hit bar is measured by the ratio
of charges on the PMTs on opposite sides of the bar with a
resolutign ~ 5 cimn.

- yﬂ‘aéﬁ the ta_ssumpticn of the momentum being that of
L. [SAIGY,
the signal and the direction opposite to that of the y-ray, by
means of Monte Carlo (MC) simulations, each PMT index
is associated with a region of the TC. If the online TC co-
ordinates fall into this region, the relative e*—y direction is
compatible with the back-to-back condition.

The interaction time of the y-ray in the LXe detector is
extracted by a fit of the leading edge of PMT pulses with

. + . £ !
a ~ 2 ns resolution. The same procedure allows 0 estimatg /e ef &L

<

<
<

the time of the positron hit on the TC with a compar:ble

resolution. The relative time is obtained from their differ-
ence; fluctuations due to the time-of-flight of each particle
are within the resolutions.

2.10 DAQ System

Editor’s comments:
Section coordinator: Luca G., Stefan R.
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The DAQ cha]lenge is to perform the readout of the-whole
detector waveforméz ﬁlﬁﬁnammg the system efficiency, defined
as the product of the online efficiency (&;,) and the DAQ live
time fraction (LT), as high as possible.

At the beginning of data taking, with the help of MC
simulations, the trigger configuration that maximised the DAQ
efliciency was found to have &, ~ 90% and LT =~ 85% and
an associated event rate Ry,; ~ 7 Hz, almost seven ordelj’of
magnitude lower than the muon stopping rate.

The bottleneck was found in the waveform readout time
from the VME boards to the offline disks, lasting as 4
t,, = 24 ms/event; the irreducible contribution to the dead
time is the DRS4 read out time tau:gmmts for 625 us.
This limitation has been OVEICOH'?_ICHIUHg from the 2011

thanks to a multiple buffer read out scheme, in our case

bufferi‘g: this scheme, during the event readout from
a buffer, in'case of a new trigger, new \zvavefonns can be
written in the following one; the systemnexpcncnces dead
time only when there are no empty buffers left. This happens
when three events occur within a time interval equal to the
read out time #,,. The associated live time is
LT = ~Rdae't [1+ Rdaq Irp + (Rdaq tm)zfzi]

480

and is = 99% for event ratesup to ~13 Hz, o chba c‘j

The multiple buffer scheme torrelax’the trigger,
conditions, in particular (f the relative e*-,
v direction, leading to a much more efficient DAQ system
from 75% in 2009-2010 to 97% in the 2011-2013 period.,,,
Figure 9 shows the two@escnl;éa working points the first,,
part refers to 2009 and 2010 runs, while the sec(m({L one-from
2011 to 2013, Shaws
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Section coordinator: Toshiyuki Iwamoto
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Figure: 12. 5

In this section the reconstruction of high-level objects'®
is presented. More information about low-level objects (e.g*”
waveform analysis, hit reconstruction) and calibration issues**®

are available in [7]. 489
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3.1 vy-ray reconstruction s02
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Editor’s comments:
Section coordinator: Toshiyuki, Ryu, Yusuke
Text: 1.5
Figure: 2.
A 52.83 MeV vy-ray interacts with LXe predominantly via

ti’la f&f

Live time

* First part
4 Second part

c|'6%.('35 . A 0.8

095 1
Online efficiency

0.85 0.9

Figure 9 Contour lines for DAQ efficiency during different run peri-
ods: without (First part) and with (Second part) the multiple buffer read
out scheme.

the pair production process, followed by an electromagnetic
shower. The major uncertainty in the reconstruction stems
from the event-by-event fluctuation in the shower develop-
ment. A series of algorithms weres developed to provide the
best estimates of the energy, the first interaction position and
time of the incident y-ray while identifying and eliminating
pile-upf. evevbd ¢

For reconstruction inside the LXe detector, a special co-
ordinate system (u, v, w) is used: u coincides with z in the
MEG coordinate system; v is directed along the negative ¢-
direction at the radius of the fiducial volume inner face (ry; =
67.85 cm); w = r — ry,, measures the depth from r;,. The fi-
ducial volume of the L.Xe detector is defined as |u| < 25 cm,
[v] < 71 cm, and 0 < w < 38.5 cm (Jcos8] < 0.342 and
120° in ¢) in order to ensure high resolutions, especially for
energy and position measurements.

The reconstruction starts with i\\vaveform analysis extract- o

ing charge and time from the PMT waveforms. The digital-
constant-fraction method is used to determine an (almost)
amplitude independent pulse time, defined as the time when
the signal reaches a predefined fraction (20%) of the max-
imum pulse height. To maximise the signal-to-noise ratio
for the determination of the charge, a digital high-pass fil-
ter! with a cutoff frequency of ~ 10 MHz, is applied.

The high-pass filter is written:

M
Yl = xli] - Z - M+ jl,
i=1

Fd
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The charge is converted.to the number of photoelectronsss

(Npe) and {0 the number of scintillation photons impingings«
on the PMT (Npho) as follows: 545
Noe, = Qi/€Gi(®), -
Npho,i = Npe,illai(l)s B

where G;(r) is the PMT gain and &;(¢) is the product of thes
quantum eﬂiciency and collection efficiency. These quantit-5®
ies vary over time? and, thus, were continuously monitoredss'
and calibrated using the calibration sources instrumented inss2
the LXe detector. 563

The PMT gain is computed using blue LEDs, flashed atss+
different intensities, from the statistical relation between thesss
mean and variance of the observed charge, 556

O-ZQE = EGE'QI + 0—2n01se’

557

and the time variation is followed by using the LED events
constantly flashed (1 Hz) during the physics data taking. ™
The product of the quantum efficiency and collection
efficiency, &;(1), is evaluated using the @ events from the
241 Am source and the Li 17.6-MeV y-line produced with the
Cockcroft-Walton accelerator by comparing the cnbserved5 ¥

photoelectrons with the expected number of scintillation photons

evaluated with the MC simulation,
564

¥, MC
8;‘ = NPe"'r‘Nphoz 565

This calibration was performed two or three times per week

to monitor the time dependence. *
568

569

3.1.1 vy-ray position

570

The 3D position of the y-ray conversion point is determined”
by a y?-fit of the distribution of scintillation photons, calcu-"
lated from the solid angle subtended by each PMT photo-"

cathode, to the observed Ny, distribution. To minimise the
effect of shower fluctuation, a limited number of PMTs on”
the inner face is used in the fit; PMTs inside a radius of JEsre

PMT distance from the initial estimation by the weighted
mean around the maximum output PMT are used. For events

resulting in w < 12 cm, the fit is repeated with a further re”
duced number of PMTs, inside a radius of 2-PMT distance”™
from the first fit result. The remaining bias on the result, due™
to the inclined jncidence of the y-ray onto the inner face, is™
corrected using results from the MC simulation. o=
The perforﬁ'}ance of the pos1t1qn {mo,nstructlon is eval-"™

vated by the MC simulation and it is vahdated in dedicated

T 585
where x[] is the input signal, y[] is the output signal, and M = 105 is the
number of points used in the average. This filter is based on the moving

average, which has a good response in time domain with a simple andses
fast algorithm. 587
2Two kinds of instability in the PMT response were observed: one is

a long-term gain decrease considered to be due to the fatigue of the™
dynodes and the other is a rate-dependent gain shift considered to be#®
due to the charge buildup on the dynodes. 590

Yiand

CEX expernments by placing lead collimators in front of the
IXe detector. The average position resolutions along the two
orthogonal inner-face coordinates (u, v) and the depth direc-
tion (w) are estimated to be ~ 5 and ~ 6 mm, respectively.

The reconstructed position is given in the detector local
coordinate system and the conversion to the MEG coordin-
ate system relies on the alignment of the LXe detector with
the rest of the MEG detector. The LXe detector position

was precisely surveyed relative to the MEG coordinate sys-. (i, in kg, ¢

tem by a laser tracker. After the thermal shrink “of the cxyo-

stat and the PMT support structures at LXe temperatugeiare <

taken into account, the PMT positions are extracted ased
on the above information. The final alignment of the de-
tector with respect to the positron spectrometer is described
in Sect. 3.3.1.

3.1.2 y-ray timing

The determination of the y-ray emission time from the tar-
get 7, starts from the determination of the arrival time of
the scintillation photons on each PMT YT as described in
Sect. 3.1. To relate this time to the y—ray conversion time,
the propagation time of the scintillation photons must be
subtracted as well as any hardware-induced time offset (e.g.
cable length).

The propagation time of the scintillation photons is eval-
uated as a function of the distance and incident angle from
the reconstructed conversion point to the PMT. The former
contribution is calculated using an effective light velocity
of ~ 8 cm/ns, a value empirically determined by fitting our
measurement data. The latter comes from the fact that the
fraction of mdlrcct (scattered or reflected) scintillation photons

increases with_ larger incident angle. An empirical function =

was found and calibrated using the 7% — yy events pro-
duced in CEX runs in which the time of one of the y-rays
is measured by two plastic scintillator counters with a lead
shower converter as a reference time. Once the propagation
time is subtracted, the remaining time offset can be extracted
from the same z° — yy events for each PMT by comparing
the PMT hit time with the reference time.

After the subtraction of these effects, the y-ray conver-
sion time (#,*°) is obtained by combining the timings of
those PMTs (tP MT) which observe more than 50 Ny, and are

not in the shadowofthewal]sw-ﬁﬂmmwe b:l w.w hud)Mc £

tPMT tLXe)Z

X L oy @ PT (Npe, )

The single-PMT time resolution is measured in the CEX
runs to be oy "M (Ve = 500) = 400-540 ps, depending on
the location of the PMT, and nearly proportional to 1/ \/N_pe
Typically 150 PMTs, ~70 000 Np. in total, are used to recon-

struct 50-MeV y-rays. The PMTs with Iarge contnbunonkto qu

A"

N

e

A
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x? are rejected during this fitting procedure to remove pile-ss
up effects. 638
Finally, the y-ray emission time from the target £, is ob-ew»
tained by subtracting the time-of-flight between the positronso
reconstructed vertex on the target and the reconstructed con-s«
version point in the LXe detector from £;%¢, 842
The timing resolution o, is evaluated by looking at thes«
time difference between the two y-rays from ¥ decay aftem«
the subtraction of the contributions due to the uncertainty ofé+s
the n° decay position and to the timing resolutions of the refss
erence counters. From measurements at 55 and 83 MeV, thes+
energy dependence was estimated and comrectediresulting inses
o, (E, = 52.83 MeV) ~ 64 ps. 649
650

851

3.1.3 y-ray energy

852

The reconstruction of the y-ray energy E, is based on the®™
total sum of scintillation photons collected by the PMTs. A%
summed waveform with the following coefficients over all*
the PMTs is formed and the energy is determined by integ-%
rating it: Be7

658

A Wi, v,w) a5
j—m'Q(M,V,W)'U(II,V,W)'H(I)'S, -
where A; is a correction factor for the geometrical cover-*®
age, which is dependent on the PMT location®: Wilu, v, wf®
is a weighting factor for the PMT; £(u, v, w) is a correction®™®
factor for the solid angle subtended by photo-cathodes at the?
conversion point, applied only for shallow events (w < 3 cm)®
for which the light collection efficiency is very sensitive to™®
the relative position of each PMT and the conversion point;,,
U(u, v, w) is a position-dependent non-uniformity correction,g,
factor determined by the responses to the 17.6- and 55-MeV,,
y-rays; H(t) is a correction factor for the time-varying LXe,
scintillation light yield; and § is a constant conversion factor,,
of the energy scale determined by the 55- and 83-MeV y-,,
rays with a precision of 0.3%. The weighting factor W;(u, v, w),
is common to the PMTs on the same face and determined by,
minimising the resolution in response to 55-MeV y-rays. .
It is important to recognise and unfold pile-up y-rays;
in order to suppress high energy y-ray background as well,,,
as to avoid a loss of signal efficiency because around 15%,,,
of triggered events suffer from pile-up at the nominal beam,,
rate. The pile-up signature is identified by the following threg,,
methods. i
The first method identifies multiple y-rays with differents,
timing! using the y?/NDF value in the time fit. In contrast t0y;
the time reconstruction, all the PMTs observing more thang,
50 Npe, including PMTs in the shadow and those with large

contribution to x2, are used to identify pile-up events. 5
688

3The coverage on the outer face is, for example, 2.6 times less dense®®
than that on the inner face 868

ab

The second method identifies pile-up events jd different
positions by searching for the photon distribution on the in-
ner and outer faces for spatially separated peaks. If the event
has two or more peaks and they are indissociable in the third
method below, a pile-up removal algorithm is applied to the
PMT charge distribution. A position-dependent table con-
taining the average charge of each PMT in response to 17.6-
MeV vy-rays is prepared beforehand. Once a pile-up event
is identified, the energy of the event is estimated by fitting
the PMT charges to the table without using PMTs around
the secondary y-ray. Then, the PMT charges around the sec-
ondary vy-ray are replaced with the charges estimated by the
fit. Finally, the energy is reconstructed as a sum of the in-
dividual PMT charges with the coefficients F;, instead of
integrating the summed waveform.

The third method identifies multiple y-rays and unfold® <
them by combining the information from summed waveform<

and the two methods above. First, the total sum waveform is
searched for temporally separated pulses. Next, if the event
is identified as a pile-up event by either of the two meth-
ods above, a summed waveform over PMTs near the sec-
ondary y-ray is formed to search for multiple pulses. The
pulse found in the partial sum waveform is added to the list
of pulses if the time is more than 5 ns apart from the other
pulse times. Then, a superimposition of N template wave-
forms is fitted to the total sum waveform, where N is the
number of pulses detected in this event. Figure 10 shows an
example of the fitting, where three pulses are detected. Fi-
nally, the contributions of pile-up y-rays are subtracted and
the remaining waveform is used for energy estimation.

The energy response of the LXe detector was studied
in the CEX runs using 7° decays with an opening angle
between the two y-rays >170°. The line shape is shown in
Fig. 11 at two different conversion depth (w) regions. The

line shape is asymmetric with a low energy tail mainly duc'-ﬁv’ <
t&’two reasons: the interaction of the y-ray in the material <

in front of the LXe fiducial volume and the shower leakage
from the inner face. The energy resolution is evaluated from
the width, of the line shape jg_l}}e right-hand (high-energy)
side (og,) L{nfolding the finite width of the incident y-ray en-
ergy distribution due to the imperfect back-to-back selection
and a small correction for the different background condi-
tions between the muon and pion beams. Since the response
of the detector is dependent on the position of the y-ray con-
version, the fitted parameters of the line shape are functions
of the 3D coordinates, mainly of w. The average resolution
is measured to be og, = 2.3% (0 < w < 2 cm, event fraction
42%) and 1.6% (w > 2 cm, 58%).

<
>

The energy resolutions and energy scale are cross-checked
by fitting the background spectra measured in the muon de-
cay data with the MC spectra folded with the detector resol-
utions.






